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Background and objective : Medical images obtained by methods such as magnetic resonance imaging 

(MRI) or computed tomography (CT) are typically displayed as a stack of 2D slices, comprising a 3D vol- 

ume. Often, the anatomy of interest does not fall neatly into the slice plane but rather extends obliquely 

through several slices. Reformatting the data to show the anatomy in one slice in conventional medical 

imaging software can require expertise and time. In this work, we present ARmedViewer, a medical im- 

age viewing app designed for mobile devices that uses augmented reality technology to display medical 

image data. An arbitrary plane for displaying the data can be chosen quickly and intuitively by moving 

the mobile device. 

Methods : The app ARmedViewer, compiled for an iOS device, was designed to allow a user to easily select 

from a list of 3D image datasets consisting of header information and image data. The user decides where 

to place the data, which can be overlaid on actual human anatomy. After loading the dataset, the user 

can move and rotate the data as desired. 15 users compared the user experience of the app to a common 

image viewer by answering two user surveys each, one custom and one standardized. The utility of the 

app was also tested by having two users find a plane through a 3D dataset that displayed 3 randomly 

placed lesions. This operation was timed and compared between the app and a standard medical image 

viewer. 

Results: ARmedViewer was successfully developed and run on an iPhone XS. User interfaces for select- 

ing, placing, moving, reslicing, and displaying the data were operated with ease, even by naïve users. 

The custom user survey indicated that freely selecting a slice through the data was significantly more 

intuitive and easier using the app than using a conventional image viewer on a computer workstation, 

and changing the viewing angle was also significantly more intuitive. The standardized survey indicated 

a significantly better user experience for the app in several categories, and never significantly worse. The 

timed reslicing experiments demonstrated the app being faster than the standard image viewer by an 

average factor of 9. 

Conclusions : The newly developed ARmedViewer is a portable software tool for easily displaying 3D med- 

ical image data overlaid on human anatomy, allowing for easy choice of the viewing plane by intuitively 

moving the mobile device. 

© 2020 Elsevier B.V. All rights reserved. 
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. Introduction 

Modern medical imaging can be performed with multiple imag- 

ng techniques, including magnetic resonance imaging (MRI), com- 

uted tomography (CT), and positron emission tomography (PET). 
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ypically, such tomographic image data is displayed as a series of 

lices that are combined to form a volume, using medical image 

ata formats such as DICOM [1] or NIfTI [2] . Using medical im- 

ge viewing software on a computer workstation, an end user can 

croll through the slices to view anatomical details [3–5] . For in- 

tance, after a patient has been scanned in a clinical MRI scan- 

er located at a hospital or similar medical institution, the im- 

ges are read by radiologists in a specially designed reading room 
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Fig. 1. A schematic of the ARmedViewer workflow. (a) After opening the app, the 

user is presented with a list of available local data sets. (b) After choosing a data set, 

the user is shown the camera feed of the mobile device, with a red targeting dot in 

the center. (c) If the user chooses to immediately load the data, the 3D data set is 

centered on the targeting dot 1 m away from the device. (d) The user also has the 

option to fix the targeting dot in 3D space, thereby controlling the depth at which 

the data set appears. This is done by tapping the phone while orienting it at two 

different angles. The tar geting dot is fixed at the point where the normal vectors 

to the device during tapping are closest to intersecting. (e) The data is then loaded 

and appears as a part of the environment using augmented reality technology. (f) 

The user can shift the data by dragging it with a finger. (g) The user can rotate the 

data using two fingers. 
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ith powerful workstations and professional medical image view- 

ng software, such as OsiriX or Horos [6 , 7] . 

Recently, much progress has been made in the development of 

ore portable, less expensive medical imaging devices [8 , 9] . This 

ncludes magnetic resonance imaging with electromagnets [10 , 11] 

nd permanent magnets [12–16] for mobile point-of-care imaging 

s well as more low-cost imaging in underserved areas such as ru- 

al regions or developing countries. However, the medical image 

iewing paradigm has remained mostly the same, i.e., a radiologist 

eads the images on a computer workstation in a dedicated read- 

ng room. 

Furthermore, using medical image viewing software to display 

ata in the desired manner can be non-trivial, requiring substan- 

ial expertise. For example, the anatomy of interest may not al- 

ays align well with the acquired image plane [17] . In some cases 

t has been shown to be beneficial to view the data in multiple 

on-perpendicular scan planes [18] . While reformatting the slices 

o display a plane orthogonal to the original acquired slice plane is 

ften straightforward, a completely free choice of an oblique view- 

ng plane can be a more laborious process [19] . Additionally, over- 

aying the images on the actual anatomy being imaged is typically 

ot an option on a standard computer workstation. 

Recent advances in medical viewing technology have tried to 

ddress some of these limitations by enabling the display of med- 

cal images using techniques such as augmented reality, where the 

bject to be visualized is displayed mixed in with real-world im- 

gery [20] . This includes equipment designed for applications such 

s image-guided surgery [21–23] or other interventions [24] , some- 

imes using equipment such as projectors [25] or cameras [26] . 

owever, such solutions have typically not been designed for data 

eslicing but rather for displaying of whole anatomies or volumes, 

nd often involve expensive equipment. 

Here, we describe ARmedViewer, a medical image viewing app 

esigned for mobile iOS devices using augmented reality technol- 

gy. The motivation for the app is threefold: 1) Allowing more mo- 

ile and easy viewing of medical image data through the use of a 

obile device instead of a computer workstation; 2) Enabling very 

imple and intuitive choice of viewing plane orientation and posi- 

ion (i.e., reslicing) by physical movement of the mobile device in 

hree-dimensional space instead of on a two-dimensional screen; 

) Enabling the user to view the medical images in the context 

f the imaged anatomy by mixing the image data with real-world 

mages using augmented reality (AR). The benefits of the app were 

easured through two user experience surveys and through timed 

ser tests. 

. Methods 

.1. Design and functionality of the software program 

The program was developed in the Xcode development environ- 

ent [27] on a MacBook Proin the Swift programming language 

28] . The development made use of the SceneKit and ARKit frame- 

orks. The program was compiled and tested on an iPhone XS but 

hould work on any iOS device capable of running SceneKit and 

RKit, including iPad. 

SceneKit [29] is a 3D graphics framework from Apple for de- 

igning 3D scenes in apps. In this framework, a variety of 3D 

hapes can be drawn with a range of materials and brightness lev- 

ls. The framework offers a wide variety of other resources not 

sed in this work, including a physics engine and lighting effects. 

ARKit [30] is a framework from Apple for building augmented 

eality applications, mixing 3D graphics with the camera feed of an 

OS device. This is achieved with a combination of tracking the lo- 

ation of the mobile device and capturing and processing the sur- 
2 
ounding scene, enabling the display of 3D objects on the screen 

s if they were physically located in the environment. 

After opening the app, the user is presented with a list of 

atasets present on the phone ( Fig. 1 a). The list includes a name

f the dataset and an optional thumbnail image, showing a sample 

lice. The user chooses a dataset to display by clicking on it in this 

ist. Once a dataset has been selected, the user can press a camera 

utton in the corner of the screen to be taken to the camera view. 

In the camera view, a red dot appears at the center of the 

creen ( Fig. 1 b). This red dot moves with the screen and is for

elping the user accurately place the 3D data to be viewed within 

ts environment. The user has the option of loading the data im- 

ediately by pressing a “load data” button. In this case, the data 

et will appear on the screen, centered on the red targeting dot, 

 m away from the device ( Fig. 1 c). Alternatively, the user can fix

he 3D coordinates of the targeting dot by tapping the screen once, 

hen moving the device and tapping the screen again ( Fig. 1 d). At 

ach tap, the program calculates the formula for a line projected 

rthogonally away from the phone to the red dot. The point in 3D 

pace where the two lines come closest to intersecting will then be 

xed as the targeting point. The red dot will stay at this point and 

ot move with the device any longer. More tapping of the screen 

ill repeat this procedure, recalculating the targeting point based 

n the last two taps. Once the user is satisfied with the target 

oint, the data can be loaded by pressing the “load data” button. 

Upon loading, the data appears on the screen as a 3D object 

omprised of multiple 3D pixels, or “voxels”. Each voxel is rendered 

s a separate 3D rectangular cuboid, with location, dimensions, and 

ignal intensity as described in the data file. This was done using 

he classes provided by SceneKit, by first creating an SCNBox ge- 

metry for each voxel, with the voxel size specified in the input 

le header. Its RGB values were then set to the intensity value reg- 

stered in the input file using the UIColor feature, and then creating 

n SCNNode having this geometry. The SCNNode was then given a 

osition based on its order in the input file, with the red targeting 

ot serving as the origin point of the coordinate system. No shad- 

ng or transparency was applied to the individual cuboids. Only the 

oxels with intensity above 1% of the maximum voxel intensity of 

he whole data set are rendered. This way, voxels that are outside 

he anatomy and only contain noise are not rendered (otherwise, 

he data set would simply appear as a dark box). If the user is not

atisfied with the location or orientation of the dataset, it can be 
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Fig. 2. The data format used for the software. (a) A directory contains a data file 

and an optional thumbnail. (b) The data file consists of a header, showing the size 

(N x , N y , N z ) of the 3D data matrix (blue) and the voxel dimensions (D x , D y , D z ) in 

μm (red), and a body with several lines corresponding to image voxel intensities 

(green). 
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oved by dragging with a finger or rotated by performing a clock- 

ise or counterclockwise two-finger rotation gesture on the screen 

 Fig. 1 f-g). The dragging and rotation take place in the same plane

s the mobile device. To drag or rotate the object in a different 

lane, the device can be moved and reoriented. 

A key feature of the program is that it only renders data beyond 

 fixed distance from the plane of the mobile device. This render- 

ng distance is by default set to 0.5 m, but this can be changed

sing a slider bar at the bottom of the screen. This has the ef- 

ect of “slicing” through the data at the given distance, displaying 

 slice in the same plane as the mobile device. The user can “en-

er” the anatomy by simply moving the phone closer (or by using 

he slider bar). In this sense, the mobile device can be thought of 

s providing a “window” into the anatomy. The resource use of the 

rogram, such as battery usage, will depend on the number of vox- 

ls rendered and was measured during the testing of the app. 

.2. Data format 

The program uses a simple data format as shown in Fig. 2 . The

aseline data structure is a directory containing a data file and an 

ptional sample thumbnail. When selecting the data from a list of 

ata sets in the app, the thumbnail, if available, is displayed, as 

ell as the name of this data directory. The data file consists of 

 header and a body. The header contains information about the 

umber of voxels in each dimension (N x , N y , N z ) and the dimen-

ions of each voxel. The body consists of a sequence of numbers, 

orresponding to the signal intensity of the voxel on a scale of 0 

o 2 16 –1 (going from dark to bright). The data is entered into the 

le by looping through the z, x, and y coordinates (with z in the 

utermost loop), and the program automatically reads the data the 

ame way. All the entries in the data file had the format UInt16. 

uring the construction of the data file, the intensities are scaled 

o that the voxel with the highest signal intensity in the data set 

s set to this maximum value. This data file is then placed in the 

irectory corresponding to the app in the “Files” directory of the 

obile device. 

The simplicity of the input data format allows great flexibility in 

he design of the data pipeline from the medical imaging device to 

he mobile device. In our implementation, DICOM image files were 

ead by a MATLAB script (on a MacBook Pro) that combined the 

D images into a 3D volume and performed intensity scaling and 

esizing of the data, as well as creating the thumbnail. The results 

ere then transmitted to the mobile device with an AirDrop con- 

ection, where they were placed in the “Files” directory. However, 

any other implementations of the data preparation are possible, 

uch as creating a Python script installed locally on an MRI scan- 

er that prepares the data and shares it with the device through a 

loud-based service. 
3 
.3. User surveys 

15 volunteers were asked to undergo two user surveys, com- 

aring the ease of use of ARmedViewer to the commonly used im- 

ge viewer Horos [4] with its 3D Volume Rendering functionality, 

hich represented the most comparable functionality to the app in 

ommonly available software known to the authors. The inclusion 

riteria was that the respondents not be users of medical image 

iewing software such as OsiriX and Horos, as familiarity with one 

latform over the other would distort the comparison. No medi- 

al background was deemed necessary, as the users would not be 

sked to do any medical diagnosis or to identify anatomy. Two re- 

pondents had medical training and two had cell biology training, 

ut did not use medical images in their work. 

First, in a custom-made survey using a Likert-type scale, the 

olunteers were asked to judge the user experience of the follow- 

ng operations on ARmedViewer and Horos: 1) Preparing and load- 

ng the data into the software; 2) Opening the data set from within 

he software; 3) Moving the 3D data set in space; 4) Displaying the 

ata at any given angle (in ARmedViewer, this could be done by 

otating the data set or by moving the phone to change the point 

f view); 5) Displaying a slice through the data set at any loca- 

ion and viewing angle. The volunteers were asked to grade how 

ntuitive it was to learn these operations and how easy they were 

o perform, once learned, on a scale of 1 (very intuitive/easy) to 5 

very unintuitive/hard). 

Next, the same survey respondents were asked to compare the 

wo software platforms using the commonly used Systems Usabil- 

ty Scale survey [31] . This involved 10 statements about the usabil- 

ty of each software platform, which the users could agree or dis- 

gree with on a scale of 1 (strongly disagree) to 5 (strongly agree). 

e refer to Brooke et al. [31] or to Fig. 6 c for a list of the usability

tatements. The users were given instructions on each platform for 

0 min and then used each platform on their own for 5 min. 

For both surveys, the average and standard deviation of the re- 

ponses were calculated for both platforms over the 15 respon- 

ents. Statistical differences in mean values were calculated using 

 two-tailed t -test with α= 0.05. Care was taken to make the ren- 

ering settings as similar as possible between the two platforms. 

o transparency, shading, or lighting effects were used in either 

ase, making the rendering very simple on both platforms. 

.4. Timed user task 

To compare the effectiveness of the app to standard medical 

mage viewing software, a 3D knee MRI dataset, acquired with 

he double-echo steady-state (DESS) sequence [32–34] , was ran- 

omly chosen from the open-access osteoarthritis initiative study 

OAI) [35] . The image spatial resolution was downsampled to 

.8 × 2.8 × 2.8 mm 

3 on both platforms to not exceed the draw call 

imitations of the device. 3 bright spherical artificial lesions, 7 mm 

n diameter, were randomly placed within the tissue, as shown in 

ig. 3 . Two volunteers were asked to obtain a visualization plane 

hat displayed all 3 lesions. This task was repeated 6 times for each 

olunteer, with different lesion locations each time. For 3 of the 6 

atasets, the volunteers did this using the app, while for the other 

, the Horos medical image viewer software, applying 3D Volume 

endering, was used [4] . The time it took the user to obtain this 

lane was measured for each data set. For one of the users, the 

iming involved in preparing the data and loading it into the soft- 

are was also recorded. 
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Fig. 3. To assess the ease of using the app, three synthetic lesions were inserted 

into a knee data set and two users were asked to manipulate the view point to ob- 

tain the slice showing all lesions. For each user, this process was done repeated 3 

times in the app and 3 times on a conventional medical image viewer on a com- 

puter. 

3

3

fi

m

c

(  

T

i  

t  

I

o

a

A

s

a

t  

o  

p  

s

h

t

a

i

t

t

w

e

F

d

t

(

H

i

d

. Results 

.1. Program functionality 

Sample images from the program are shown in Fig. 4 (a-i). At 

rst, the user can choose between two data sets located on the 
ig. 4. Sample images from running the app. (a) The user is presented with two knee d

ata. (c) Upon loading, the data appears overlaid on the subject. (d) Moving the device a

he user to “enter” the anatomy. The sliding bar at the bottom allows the user to change 

g) In another instance, the user has placed the data in the wrong spot with the wrong

aving reoriented the data, the user drags the data to the desired location. Note: Hands

nformation panel at the bottom can be expanded. It shows 11 frames per second, 59,20

edicated to rendering the voxels. 

4 
obile device ( Fig. 4 a). After selecting a data set and pressing the 

amera button in the top right corner, the camera feed appears 

 Fig. 4 b). A red targeting dot is visible to help position the data.

he red dot will remain at the center of the camera view unless 

t is fixed in space as shown in Fig. 1 d, but this is optional. Af-

er pressing “Load Data”, the dataset appears in the view ( Fig. 4 c).

f the red dot was fixed in space, the data set will be centered 

n that 3D coordinate. Otherwise, the data set will appear 1 m 

way from the device, centered on the red targeting dot. Using the 

R capabilities of the mobile device, including motion tracking and 

cene capturing, the data set appears as a part of the environment 

nd can be viewed from different angles by moving and rotating 

he device ( Fig. 4 d). By bringing the device closer to the 3D data,

r by using the slider bar at the bottom of the screen, the viewing

lane “enters” the data set, parallel to the phone ( Fig. 4 e). Fig. 4 f

hows the mobile device from afar, overlaying the data set on the 

uman anatomy. If the data set is placed wrong in the beginning, 

his can be fixed by dragging and rotating the data set to have it 

ppear at the desired location ( Fig. 4 g-i). 

The battery use of the program, with no other apps in use dur- 

ng the measurements, is shown in Fig. 5 . The battery levels of 

he mobile device dropped substantially while using the program 

o render a full knee dataset, by 3% within 10 min and by 10% 

ithin 20 min. When the program was not in use, the battery lev- 

ls stayed at 100%. The battery’s maximum capacity was 89% and 
ata sets. (b) The user uses the red targeting dot to set the desired location of the 

round shows the data from different angles. (e) Bringing the device closer allows 

the distance where this happens. (f) The scene from the point of view of the user. 

 orientation. The user reorients the data using a two-finger rotation gesture. (h-i) 

 and arrows are drawn in panels g-h and are not a part of the screenshot. (j) The 

0 draw calls, 715,0 0 0 polygons, and a 94.9 ms updating time. Most of this time is 
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Fig. 5. Battery usage of mobile device while using the program (green), compared 

to battery levels when app was not in use (blue). No other apps were in use on the 

device during the time of measurement. 
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as diagnosed by the device as working at peak performance ca- 

acity. 

As can be seen towards the bottom of Figs. 4 b-d, rendering the 

ull knee volume changed the frames per second (FPS) from 60 to 

bout 10–11, making the video feed less smooth. Draw calls per 

rame increased from 2 to about 59,200, and the number of poly- 

ons drawn increased from about 3800 to about 714,0 0 0. As can be

een in Fig. 4 e, these numbers scaled with the number of polygons 

endered, so when a smaller portion of the volume was rendered 

y cutting a slice through it, the frame rate increased and the draw 

alls and polygons decreased. 

.2. User surveys 

The user survey responses are displayed in Fig. 6 . The cus- 

om survey responses are shown in Figs. 6 a-b. The respondents 

eported changing the point of view and freely reslicing the data 

o be significantly more intuitive to learn using the app, and the 

eslicing was also significantly easier to do once learned. Other re- 

ponses were not significant. The mean response for how intuitive 

nd easy it was to load the data was higher (more negative) for 

he app, but this was not statistically significant. 

For the System Usability Scale, ARmedViewer scored signifi- 

antly better than Horos in the categories of lower system com- 

lexity, not needing technical support, most people being able to 

earn the system quickly, being less cumbersome to use, and not 

eeding to learn many things before getting going with the sys- 

em. Horos did not score significantly better than ARmedViewer in 

ny category. 

.3. Timed user task 

The results of the experiment asking two volunteers to obtain a 

iewing plane that contained 3 randomly placed lesions is shown 

n Fig. 7 . For user 1, using the workstation the operation took 

n average 1083 s while using ARmedViewer on a mobile device 

t took 135 s, giving approximately 8-fold reduction in time. The 

tandard deviation of the measured time using the mobile app was 

3 s, while for the computer workstation it was 344 s. For user 2, 

verage times were 622 s for the workstation and 65 s for ARmed- 

iewer, a 10-fold reduction in time, with standard deviations of 

07 and 20 s, respectively. For user 2, the average time for prepar- 

ng and loading the data was on average 42 s for the app and 20 s
5 
or the laptop, with standard deviations of 5 s and 4 s, respectively. 

his was not measured for user 1. 

. Discussion 

We have presented ARmedViewer, an augmented reality app 

hat allows for visualization of medical imaging data on an iOS 

obile device. This presents an inexpensive and portable option 

or medical image data analysis. The program offers the ability 

o choose the desired scan plane with no prior technical exper- 

ise. We have demonstrated that selecting a randomly determined 

iewing plane is considerably faster using the program than with 

onventional medical image viewing software, and some function- 

lities were measured as significantly more intuitive and easy to 

se than on a standard medical image viewer. Furthermore, the 

rogram allows the end user to view the medical image data over- 

aid with the real-world anatomy. This functionality could enable 

 more accurate determination of the location of any pathologies 

elative to the exterior of the body. 

In the custom user survey, the volunteers reported that learning 

o change the field of view and reslicing the data (freely selecting 

n image plane cutting through the data at any position and an- 

le) was significantly ( p < 0.01) more intuitive to learn in ARmed- 

iewer than in Horos. Reslicing the data was also reported as sig- 

ificantly ( p < 0.05) easier to do once learned in ARmedViewer. No 

ignificant difference was reported for moving the data in space, 

hich is not surprising, since moving the data is expected to be 

 simple operation. This confirms, however, that moving the data 

ith ARmedViewer to align the medical data with the real-world 

natomy is straightforward. No significant difference was either re- 

orted in terms of the ease of loading and opening data on the 

wo platforms. On average, respondents described more difficulty 

n loading data onto the mobile platform, which is not unexpected 

ince this involved using Apple’s Airdrop functionality as an extra 

tep, but this difference was not significant. 

A potential explanation for the users reporting changing view- 

ng angles and reslicing to be significantly more intuitive and the 

eslicing to be significantly easier on the mobile device, as well 

s the reslicing being faster, is that these are effectively 3D oper- 

tions, which can be challenging to perform on the 2D screen of 

 computer workstation. Using the mobile device, these operations 

re performed using hand gestures in true 3D space, which might 

eel more natural to the user. The app therefore provides func- 

ionality that workstation software cannot provide, in spite of the 

igher computational power of the workstation. The 3D rendering 

unctionality of Horos (and OsiriX) was the closest functionality to 

his that the authors were aware of, but the two user experiences 

re unavoidably different for these reasons. Providing this new user 

xperience was a large part of the motivation for this study. 

In the custom survey, a Likert-type scale specifically designed 

or this program was used. This type of scale was used as it en- 

bled user ratings on an easily understandable scale. Using a spe- 

ially designed scale allowed questions better tailored to the func- 

ionality of the program. The more standardized System Usability 

cale (SUS) [31] part of the survey allowed for responses that could 

e more easily compared to user experiences of other programs. 

he two approaches therefore complement one another and pro- 

ide ratings that both examine the specific features of the program 

s well as ratings that can be evaluated in a larger context with 

ifferent software. 

The measurements of the time required to obtain a randomly 

riented slice through the 3D data set demonstrated an approxi- 

ately 9-fold average time reduction using the mobile app com- 

ared to conventional medical image viewing software on a com- 

uter workstation. Additionally, the standard deviation in the time 

uration decreased by an average factor of 8. This indicates that 
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Fig. 6. Results from app-specific survey and system usability scale survey of 15 respondents. Bar values show mean result, error bars show standard deviation for the app 

(green) and the computer workstation (purple). Significant differences between means are labeled with ∗ ( p < 0.05) and ∗∗ ( p < 0.01). 

Fig. 7. (a) Results from measuring the time it took for two users to obtain a slice showing three synthetic lesions as shown in Fig. 3 using the app (green) and using a 

computer workstation (purple). The app clearly works faster and has less variability in how long it takes to obtain the correct view. (b) Comparisons of the time it took to 

prepare and load the data into each platform for one of the users. The measured time was longer on average for the app. 
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ot only is choosing a viewing plane on average faster using the 

pp, but the time taken is also more consistent. This could be of 

alue in planning workflow involving several data sets. 

Other studies have demonstrated the usefulness of viewing 

edical image data using augmented reality devices such as the 

ololens [23 , 36 , 37] . However, the design of ARmedViewer, being 

argeted at mobile devices, presents unique opportunities. A key 

eature of the program is to determine the depth and angle of 

he viewing plane by only rendering voxels at a certain distance 

rom the plane of the device. This allows reslicing of the data by 
6 
imple physical movements of the device, resulting in a very intu- 

tive user experience. Furthermore, using a mobile device has the 

dded benefit of greatly reducing hardware costs associated with 

he program, as ownership of smart mobile devices is currently 

ery widespread. This could allow use of the software in poorer 

egions or developing countries. 

ARmedViewer can be useful for situations where the operator 

eeds to visualize medical imaging data quickly in a mobile man- 

er. This could involve battlefield scenarios, where medical per- 

onnel need to perform triage, or emergency room situations. In 
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ecent years, much progress has been made in building portable 

edical imaging devices that are well suited for such purposes, 

uch as low-field portable MRI scanners [11 , 13–16] . The ability to 

isualize the imaged anatomy in a fast and intuitive way could 

omplement such equipment well. This visualization methodology 

s well suited for such low-field, portable MRI scanners in addi- 

ional ways, as they often have a more open design. In a standard 

linical MRI scanner, the anatomy being scanned is not easily vis- 

ble except along the scanner bore, and the strong magnetic field 

ould potentially affect the mobile device. In such a system, the pa- 

ient would therefore likely need to be rolled out of and away from 

he scanner before using the software. In an open-design, low-field 

ystem, the patient can be examined with the app while lying in 

he scanner. It should also be noted that the program can be used 

ith other medical imaging technologies than MRI, such as CT. 

The presented work has certain limitations. As each voxel in the 

mage data set is rendered as a separate cuboid, large data sets 

ut strains on the rendering capabilities of the device and eventu- 

lly lead the program to freeze. The current version of the software 

ested on an iPhone XS was able to load data from approximately 

30,0 0 0 voxels, which is slightly more than 50 ×50 ×50 resolution, 

ith approximately 60,0 0 0 of them rendered after noise thresh- 

lding. Debugging showed the software to stall during rendering 

nd not loading, indicating that the limiting factor in the num- 

er of voxels appeared to be the number of draw calls processed 

y the renderer, and not the size of the input file. As the graphi-

al processing capabilities of mobile devices continue to grow with 

ach device generation, this limit can be expected to increase. As 

emonstrated, the program also can also substantially drain the 

evice battery, even with peak battery performance capacity. De- 

ices with less battery capacity could therefore potentially not use 

he program for long periods of time. The only hard limit for the 

OS device to run the software is to be AR-compatible with the first 

eneration of ARKit, which includes any iPhone after and including 

he SE and 6 s series, and iPads (or iPad minis) and iPad Airs of

th and 3rd generation or later, respectively, or any generation of 

Pad Pro. Also, the anatomical datasets used for the user tests were 

ll knee datasets. Future work could involve comparing user ex- 

eriences for different anatomies. Furthermore, the program was 

esigned only for Apple devices, using ARKit and Scenekit. This 

as done as the purpose of this study was to show the feasibility 

nd benefits of using hand-held augmented reality for viewing and 

eslicing of medical images, which only needed to be done on one 

latform as a proof-of-concept. However, as part of future work to 

iden the user base of the software, alternate versions could po- 

entially be built for Android devices using environments such as 

oogle’s ARCore, ViroCore, or Unity. 

. Conclusion 

ARmedViewer, a custom-made app for viewing medical data on 

n iOS device, allows for portable, immersive viewing of medical 

mage data with unparalleled ease of choosing the data viewing 

lane. 
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